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Why Ceph Dashboard Matters?

%* Ceph is Growing in Complexity

e  Multi-cluster, multi-protocol (NFS, SMB, NVMe)
e Trying to provide Ease-of-use

@ Operators Need a Unified View

e Make it unified workflow

e Making experience easy for administrators/users
¢ Dashboard = Monitoring Ceph cluster

&

e Visualize health, performance, and capacity
e Looking at Ceph Health status and Alerts that are being triggered
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Ceph Dashboar
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What’s New in Tentacle?

Ceph Dashboard — Tentacle Highlights
Multi-Cluster Management & Monitoring

e Switch between clusters using a single dashboard view
e  Multi-cluster overview from Grafana

% Object (RGW) Enhancements

Object replication automation

Granular sync policy support(Per- bucket Replication)
Storage class tiering

S3 account management

Per-user & bucket rate limiting

4/ Management Gateway with OAuth2

e OAuth2-based SSO for centralized, secure access
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What’'s New in Tentacle?

File (CephFS) Improvements

e SMB management
e NFS UX update

il Monitoring Dashboards

e  Multi-cluster Monitoring
e Application-level monitoring
e NVMe, and CephFS dashboards
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Multi-Cluster Management & Monitoring

Many organization which are using ceph have multiple Ceph clusters setup, each with its own Grafana, Prometheus, Ceph
Dashboard, and Alertmanager. This makes it challenging for administrators to monitor and manage resources efficiently, as

they must constantly switch between different dashboards.
Key Features

e Monitoring of multiple Clusters

e Alerting of multiple clusters

e Day 2 - Management of individual Ceph
Cluster using single Ceph Dashboard Ul

e Automated Replication setup for different

storage protocol
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Multi-Cluster Management - Cluster List

@ ceph 1b661e08-37d4-11f0-a06c-525400¢59e06 - local-cluster - admin Egishy 4 @ @ &

Dehbanrd Multi-Cluster / Manage Clusters
— -

Clusters List

@ °

Multi-Cluster
Overview

Manage Clusters

|
-

—
Clust

uster Alias 1 Connection FSID URL User Token expires
Block
Object v demoCluster CONNECT! 1ef9aac-37d4-11f0-bd08-525400f63d e 168.100.110:8443 (& admin 13 days 9 hours 38 minutes

Overview

v local-cluster CONNECTED 1b661e08-37d4-11f0-a06¢-525400c59e06 https://192.168.100.100:84- admin N/A
Users
Buckets Items per page: 10 v | 1-20f2items 1v oflpage | « | »

Topics
Tiering
Multi-site
Gateways
NFS
Configuration
File
File Systems
NFS
SMB
Observability
Administration
Services
Upgrade
Ceph Users
Manager Modules

@ ceph-dashboard-core (Channel)... (€D Reminder: Next Step ... Ceph Da...  [B Recent [EZ) ankushbehle

i-15ccd94c-36ae-... (€D mgr/dashboard: Creating Ceph...  (Cp Ceph Dashboard: Multi-Cluster...  (€p mgr/dashboard: Replace all Boo... -




Multi-Cluster Management - Demo
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% Object(RGW) Enhancements




Object - Replication Automation

Object Multi-site replication in Ceph can be complex to setup, involving realm, zones, zonegroups, and
sync policies. We've simplified this with an intuitive, wizard-based Ul workflow which reduces
operational overhead, ensuring reliable replication, and making the process faster and less error-prone.

Key Features

+  Existing setups can be converted
into object replication.

+  New multi-site replication configurations
can be created from scratch.

« If clusters are connected in a multi-cluster
setup, the entire process is automated for the user.

* In standalone setups, a token is provided
that can be copied and pasted into the
peer cluster for configuration.

+ 62 CephDashboard
« C @  © Notse
Haps 58 @ QM

x  @ceph

Inventory

Status View e Capacity

d and have yet to be acknowledged by an admi
thin the cluster. Use the 'ceph crash'

Cluster Utilization Last 1 hour

w)

Blog: https://ceph.io/en/news/blog/2024/rgw-multisite-replication-wizard/
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Object - Replication Automation - Multi-site
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Object - Replication Automation - Wizard

ceph

Set up Multi-site Replication

@ Create Realm &
Zonegroup @ This wizard enables you to set up multi-site replication within your Ceph environment.If you have already added another cluster to your multi-cluster setup, you can
select that cluster in the wizard to automate the replication process.If no additional cluster is currently added, the wizard will guide you through creating the necessary
Create Zone realm, zonegroup, and zone, and provide a realm token.This token can be used later to manually import into a desired cluster to establish replication between the
. clusters.

Select Cluster .
Realm Name * default_realm

Enter a unique name for the Realm. The Realm is a logical grouping of all your Zonegroups.

Zone Group Name * default_zonegroup

Enter a name for the Zonegroup. Zonegroup will help you identify and manage the group of zones.

Zonegroup Endpoints * 4 http://ceph-node-00:80 %X [ http://ceph-node-00:81 %

Select the endpoints for the Zonegrou or IP addresses from which the rg in that zonegroup can
accessed. You can select multiple endpoints in case you have multiple rgw gateways in a zonegroup

Cancel

@ ceph-dashboard-core (Channel) ... (€D Reminder: Next Step... Ceph Da... [ e [E5] ankushbehl@li-15ccd94c-36ae-... (€D mgr/dashboard: Creating Ceph. CD Ceph Dashboard: Object > Multi... (B mgr/dashboard: Replace all Boo... -




Object - Replication Automation - Step 2 &3 [,

Set up Multi-site Replication

@ Create Realm &

*
Zonegroup Zone Name default_zone

Enter a unique name for the Zone. A Zone represents a distinct data center or geographical location within a Zonegroup.

Zone Endpoints * '4 http://ceph-node-00:80 % http://ceph-node-00:81 %

elect the endpoint the Zone. Endpoints are the URLs or IP addre
select multiple endpoints in case you have multiple rgw gateways in a zone

Q Create Zone

sed. You can

»

es from which the rgw gateways in that zone can be acc

¢ Select Cluster

* Review Username ® default_system_user

Specif;

username for the system user.

@ This user will be created automatically as part of the process, and it will have the necessary permissions to manage and
synchronize resources across zones.

Back Next

Set up Multi-site Replication %
© Create Realm &
Grete el Replication Cluster *  demoCluster - T1ef9aac-37d4-11f0-bd08-525400f63dTe v

Choose the cluster where you want to apply this multisite configuration. The s
Create Zone Zones, enabling data synchronization and management across the multisit

lected cluster will integrate the defined Realm, Zonegroup, and
tup

@ Before submitting this form, please verify that the selected cluster has an active RGW (Rados Gateway) service running.

@ Select Cluster

Replication Zone Name * new_replicated_zone

Review
1 Zone represents the zone to be created in the replication cluster where your data will be replicated

Replica




Object - Replication Automation

Set up Multi-site Replication

© Create Realm &
Zonegroup

© Select Cluster

€ Review

Realm Name:
© Create Zone Zonegroup Name:
Zonegroup Endpoints:

Zone Name:

Zone Endpoints:

Username:

Selected Replication Cluster:

Replication Zone Name:

default_realm

default_zonegroup

http://ceph-node-00:80, http://ceph-node-00:81

default_zone

http://ceph-node-00:80, http://ceph-node-00:81

default_system_user

11ef9aac-37d4-11f0-bd08-525400f63d1e

new_replicated_zone

Configure Multi-Site




Object - Replication Automation - Progress ...,

Set up Multi-site Replication

© Create Realm &
Zonegroup Checking for user default_system_user in the selected cluster and setting credentials

© Select Cluster

€ Review

Configure Multi-Site




Object - Replication Automation - Final Result
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Object- Granular Sync

Replication Policy




Object - Granular Sync Policy Replication

Ceph's bucket-level granular sync policies offer more precise control-—such as replicating specific buckets
instead of entire zones—but have traditionally been complex and cumbersome to manage using CLI

commands.

@ceph

&  Dashboard
% Multi-Cluster
@ Cluster

8 Block

2 Object

 Multi-site | Sync
Object / Mult-site / Sync_policy__,
Configuration 1 SyncPatiey |

ol
Multisite Sync Policy
Multsite bucket-granlrity

Directional

It can define directional data flow, in which the data moves in one way, from one zone to another.

Q

[0 SourceZone

ltems perpage: 10 v | 0-00fOitem

Groups: Hold data flow and pipe
rules within a sync policy.

Data Flow: Can be symmetrical
(bi-directional) or directional
(one-way) between zones.

Pipes: Connect specific buckets and
zones to data flows, defining what
and how to sync.

No data to display

1V of1page

Blog: https://ceph.io/en/news/blog/2025/rgw-multisite-sync-policy-dashboard/
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https://ceph.io/en/news/blog/2025/rgw-multisite-sync-policy-dashboard/

Object - Granular Sync Policy Replication

Pipe

Multisite Sync Policy

te bucket-granularity sync policy proy ucke e, and a bucket can pul
s ID) in diff
Q
O Group Name Status Zonegroup Bucket
~ [ DemoGroup default -
Flow Pipe

N — = =7==7=7=============="="3

pe |

I A pipe defines the actual buckets that can use these data flows

esthatarea ciated with it.

Y

I D Name 4P Source Zone Destination Zone Source Bucket Destination Bucket I
: D demo pipe * * * * I
I Items per page: 10 v 1-1of 1item I
I Items per page: 10 v 1-1of 1item I

|

L oo oo oo oo oo oo e e e o e e mm mm mm mm o mm Em Em Em EEm Em O Em Em Em Em Em Ew Em Em o
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Object - Granular Sync Policy Replication

Selected Object Gateway:

test.ceph-node-00.fiwbae ( default) ~
Dashboard \

Multi-Cluster
Object / Buckets / Create

Cluster
Block B Create Bucket
Object
Overview Name (required)
Users
Buckets
Topics Owner (required)
Tiering -- Select a user -- 5
Multi-site
Gateways

NFS Object Locking

afixed amount o

Configuration

Bucket Level Replication

File

[J Eenable

File Systems

the bucket. Locking can only be enabled

NFS
SMB

Observability Encryption
Administration

uration values for SSE-S3 or SSE-KMS,

I Replication

[J Enable

@ A bi-directional sync policy group will be created by the dashboard along with flows and pipes. The pipe id will then be used for
I applying the replication policy to the bucket.

ts in the bucket.




Object- Cloud Tiering




Object - Cloud Tiering

Ceph Object(RGW) supports object storage tiering, allowing seamlessly moves data between
high-performance and archival tiers across on-prem and cloud environments.

POIicy Based Data Administrator User
ArChivaI CLI or OPS API S3 API

Dashboard Features

e Create/List/Delete Cloud Tiering f ) iifeGyoisFolioy |
User oat
storage class Data Bucket s
° Manage policy based archival for Setup Cloud [y
a a Tier Storage O S3 TAPE User
ObJeCt in bucket Class Create Object
e  Monitoring Lifecycle status
IBM COS =
. Object
Teeeeed Transitioned to
Cloud Tier
Ne—

R T




Object - Cloud Tiering - Create

x  @ceph

Dashboard Object / Tiering / Create
Multi-Cluster Create Tiering Storage Class
Alfields ae required, except where marked optionl

Cluster

Block

Plac

Target

Group Name
Object

default v default-placement 2
erview

Users

Storage Class Name

Buckets

Target End

Gateways

of the remote cl

s located. The URL endp

NFS

Configuration

,

8, File v ®

access key. You can view and copy the

®  Observability

r user profile, and loc

ur cloud service's user man:

7 Administration

o [5]

ement or credentials section, fi the access key. You can view and copy the

v cloud service's user m:

Advanced v

® RGWservice would be restarted after creating the storage class

Create Tiering Storage Class




®ceph

English
B Dashboard Object / Tiering
3 Multi-Cluster v torage class for tiering defines the policies for automatically moving objects between different storage tiers.
2 Cluster v
Q (& Create
£  Block ~
3 Object A Storage Class 4y Zone Group Placement Target Target Region Target Endpoint
Overview
~  demostorageclass default default-placement default http://192.168.100.110:80
Users
—— Edit
Buckets Details
Topics Remove
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Multi-site
Gateways Access key (@
NFS
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B, File .
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#  Administration ~
Multipart Minimum Part Size @ 33554432
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Object - Cloud Tiering - Screens

Create Tiering configuration

All fields are required, except where marked optional.

Rule Name

Unique identifier for the rule. The value cannot be longer than 255 characters.

Storage Class

-- Select the storage class --

h you want the object to transition.

Choose a configuration scope

@ Apply to all objects in the bucket O Limit the scope of this rule to selected filter criteria

Status

(® Enabled (O) Disabled

Number of days

60

Select the number of days to transition the objects to the specified storage class. The value must be a positive integer.

Create




Object - Cloud Tiering - Screenshot

@ceph

English

Dashboard Selected Object Gateway:
Multi-Cluster

Cluster v Object | Buckets
Block
Q Create

Object

Overiew Name T  Owner Used Capacity Capacity Limit % Objects Object Limit % Number of Shards

s v demo-account-user-bucket RGW48272048850033856 0B No Limit 0 No Limit 1

Buckets

Topics ~ demobucket demo-user 08 No Limit 0 No Limit 1

Tiering Edit

etails olicie
Multi-site
Tiering
Catevar Tiering Configuration
S 5 5 Delete

NFS Configure a bucket tiering rule to automatically transition object qe classes after a specified numbe: the scope of the 3 it globally or to objects v cific prefives and tags

Sl i 2 2
File ‘
Observability 2 O Name b Days Storage class Status
Administration N O demorule demostorageclass Enabled
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Object - Cloud Tiering - Screenshot

~  demobucket

demo-user 0B No Limit
Details Policies
< o
Bucket policy
4
Lifecycle
JSON XML

I_________________;_______________l

COMPLETE
Lifecycle progress I

{
Replication policy _ "Role

Sat, 24 May 2025 19:15:02 GMT

Grantee
Bucket Owner

Everyone

tems per page: 10 v

: COMPLETE
Lifecycle progress




Object - Cloud Tiering - Demo

FriMay 23 19:07:23
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Administration
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Chirielr APY One or more mgr modules have crashed and have yet to be acknowledged by an administrator. A

crashed module may impact functionality within the cluster. Use the ‘ceph crash’ command to..

Telemetry Dashboard [[aad)
2 @3 CephHealthWarning
The cluster state has been HEALTH_WARN for more than 15 minutes on cluster 16661¢08-37d4
110-a06¢-525400c59¢06. Please check ‘ceph health detail

for more information.

Capacity
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» 3 All Bookmarks
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https://docs.google.com/file/d/1dE1LlcS5DVnAUV09IqyZnTqwINR1BVi3/preview

Object- S3 Account

Management




Object - S3 Account Management

Ceph now supports AWS-compatible IAM accounts, enabling secure, self-service multitenancy for object
storage. This feature empowers tenants to manage their own resources while reducing administrative
effort.

Dashboard Features

Creates |IAM

Nt IAM User

Attach a Accesses S3
Create an
1AM User Managed resources
Policy through the

o Add user to account
S3 API

=
. o 2o . Root Account
o  Migrate an existing User into an Account 01'4

Create Bucket

o Create/List/Edit/Delete Account

IAM Root Account
Using the IAM API
Self-Service

Ceph Storage
Admin. CLI

o  Account Stats/Quota Management PUT/GET

Objects,etc.

Users & Groups
o o Access/ Secret Keys
o  Creating a bucket into an account 1AM Roles
IAM Policies

o Migrating an existing bucket to an account el




S3 Account Management - Account CRUD

@ ceph

&  Dashboard

Multi-Cluster

Cluster
2  Block
-4  Object

Users
—

r e —
-—

ets
Topics
Tiering
Multi-site
Gateways
NFS
Configuration
File
©  Observability

#  Administration

Selected Object Gateway:

cep

Object | Accounts
—""

Jsers | Accounts |

User Accounts

n assign uniqu

credentials to users or applications, enabling

Q
Name Tenant Account id

~ demo-ceph-days RGW48272048850033856

Account quota

Key

Enabled
Maximum objects

Maximum size

tems per page: 1-3of 3items

Bucket quota

Key

Enabled
Maximum objects
Maximum size

tems per page: 1-3of 3items

temsperpage: 10 v | 1-1of1item

T

Email address

Max users

1000

Maxroles

1000

Value

Value

No

Max groups

1000

Max. buckets

1000

Max access keys

Edit




S3 Account Management - Account CRUD

@ceph

Object / ints | Create

Dashboard
Multi-Cluster > Create Account

Cluster

Name (required)

Block
Object

Overview

Tenant

Users
Buckets

Topics

Tiering
Multi-site

Gateways

NFS Buckets M Max. buckets (required)
Configuration Custom v 1000 SR
8, File
Users Modi Max. users (required)
©  Observability cretese ¢ :
Administration . Custom v 1000 =

equired)

Custom v 1000 - +

oups Mode Max. groups (required)

Custom v 1000 - |+

eys (required)

Account

tQuota
Set quota on account owned by users.
([ Enabled

Set quota on buckets owned by an account

O Enabled



S3 Account Management - User CRUD

@ceph English

& Dashboard Selected Object Gateway: | 0.fiwba

Multi-Cluster

Cluster v Object | Users
—
® § Block . Users Ifcr\ nts Roles
S5 Object ——
e e M-
Users |
o o — — Username T Tenant Account name Full name Email address Suspended Max. buckets Capacity Limit % Object Limit %
Topics v dashboard Ceph Dashboard 1000 No Limit No Limit
Tiering
demo-account-user demo-ceph-days DemoAccounrUser 1000 No Limit No Limit
Multi-site
Gateways
NFS Keys
Configuration
: & "
b, File
©  Observability v Username Type
Administration v demo-account-user —
tems per page: 10 v of 1item 1V < |

Details
Tenant
User ID demo-account-user
Username demo-account-user
Full name DemoAccounrUser
Suspended No
System user No
Maximum buckets 1000

Account Details

Account ID RGWA48272048850033856
Name demo-ceph-days

Tenant

User type Account root user

v




S3 Account Management - User CRUD

@ceph

Dashboard

Multi-Cluster

Cluster

Block

Object
Overview

Users.

Buckets
Topics
Tiering
Multi-site
Gateways
NFS
Configuration
File
Observability

Administration

Selected Object Gateway: | test.ceph-nc

Object / Users [ Create

Create User

Link Account

demo-ceph-days

ded, users
transferred to th

t membership is
winership of all of the

unt

t be removed from their account

1t for management

O show Tenant

Full name (required)

Email address

Maximum buckets

Custom

1000

[0 Suspended

ding the use

O systemuser
System us

RGW service to perform adminis




S3 Account Management - Bucket Linking

@ceph
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Buckets
Topics
Tiering
Multi-site
Gateways
NFS
Configuration

File

Observability

Administration

Selected Object Gateway: | test.ceph-node -
Object / Buckets / Create
Create Bucket
Name (required)
demo-account-user v
once-read-many (ORM) mod en g dete or cvenitien fora e amoun of time o ety Object Lscking works.

y e bucket. Locking can only be enal le creating a bucket
Encryption
ects in the bucket. To enable encr
Replication
O Enable
nables replication for the objects in the bucket

@  Abi-directional sync policy group will be created by the dashboard along

policy to the bucket.

Tags

Taqging provides a way to cat

|

ze storage

th flows and pipes. The pipe id will then be used for applying the replication

Selected Object Gateway:

Object | Buckets

Q

Detils des

Versioning
Enaryption
Replicaion
MEADelete
Indextype
Placement rule

Last modifcation time

Bucket quota

Ensbled

Locking

Ensbled

Bucket Rate Limit
Ensbled.
Maximum Resd Ops
Maimum Wrte Ops
Maimum Read Bytes

Masimum Write Bytes

Suspended

Dissbled

Dissbled

Dissbled

Normal

251572512214 AM

Used Capaciy

o8

Capaciy Limit 6

Notimit

Objects

3

Object imitss

Notimit

Number of Shards

n

u - =




Object - S3 Account Management - Demo

@ ceph

Dashboard
Multi-Cluster
Cluster

Block

Object

File
Observability

Administration

Details

Cluster ID
1b661e08-37d4-11f0-a06¢c-525400c59206

Orchestrator
cephadm

Ceph version

20.3.0-486-gd9060d7c tentacle (dev -
RelWithDeblnfo)

Cluster API
https://192.168.100.100:8443/api-docs &'
Telemetry Dashboard ([ ool

@z

metry-public.ceph.com/ &

Inventory

1Host

1 Monito,

1Manager

20SD:

20

70

Status

A i

TN
Aerts (@1 )( @1)
p a4
0 CephMgrModuleCrash
One or more mgr modules have crashed and have yet to be acknowledged by an administrator. A
crashed module may impact functionality within the cluster. Use the 'ceph crash' command to...

Active since: 7 hours ago

0 CephHealthWarning
The cluster state has been HEALTH_WARN for more than 15 minutes on cluster 1b661e08-37d4-
11f0-a06¢-525400c59e06. Please check 'ceph health detail' for more information.

Cluster Utilization

Engish v £ @ &

Capacity
B Used: 1.9GiB
0,
19‘3,2,4) Waming: 85%
of 10 GiB
Danger: 95%
Last 1hour >,

Used Capacity (RAW)

W 1.9GiB used of 10 GiB

10PS
W Reads : 65

W Writes : 39

6ms
0SD Latencies e
W Apply : 4.33ms 2ms

W Commit : 433 ms

100 KiBls
Client Throughput

i

all



https://docs.google.com/file/d/18Okh-rdONv1TrZWf3uPzbbMNbz1cOQ2V/preview

Object - Per User/Bucket Rate Limiting

Ceph Dashboard now supports RGW rate limiting at a per-user and per-bucket level, allowing administrators to control
traffic and protect backend resources from overuse or abuse.

Dashboard Features: % Object Enabled
° Individual users OV Tview, Toggle to enable or disable the rate limit settings. 1
o L - 1
e  Specific buckets | —— O il readops
1 Select this box to allow unlimited read operations 1
. X 8
Configure: i, = = |
e  Requestrate (e.g., Read, Write) w000 . 1
. . . . Multi-site =
° Bandwidth limits (Read, Write cotenaye LS e s o eGSR e it or 3B 1
i 1
n bytes/sec) HES ® Unlimited write ops

Auvaliceu ~ Configuration Select this box to allow unlimited write operations, I
_______________ I s e |
I Rate Limit Observability L,J"l'm',ted reaé Sytes - < |

I The User Rate Limit controls the max read/write operations and data per minute for each user. Select this box to allow unlimited read bytes.
Administration I

[ Unlimited write bytes

B Enabled Select this box llow unlimited write bytes. I
|
|
1

| & untimited

Select this box to allow unlimited write operation:

Unlimited read bytes

Select this box to allow unlimited read byte:

Cancel Create Bucket

e



4/ Management Gateway
With OAuth2




Management Gateway with OAuth?2

Ceph introduces a new service called Management Gateway to unify access to management services, now
enhanced with OAuth 2.0 for secure, standards-based authentication.

Disadvantages of the legacy System

° Users has to know the ip:port for
every monitoring service

° SSO support is reduced to SAML
(and for Dashboard only)

° Only basic-auth and different
user/password is needed for each
service

° No Uniform authentication

° No high-availability support for
monitoring

*when secure_monitoring_stack is enabled

host/ip/fqdn for

User needs to know W

|

TLS termination

JWT auth
External

basic auth | basic auth

(4] (4]
Grafana s Prometheus

Ceph Dashboard

IdP
provider
(SSO)




Management Gateway with OAuth?2

T
Cluster single ‘
entry point

Ceph Cluster l

[ mgmt-gateway (nginx reverse-proxy)

TLS termination

<@) not authenticated user

: External
@ authenticated oauth2-proxy <_.—’ 1dP
(oIDC) : provider
; (SS0)
® o o
Ceph
L DaShboard Grafana }

Advantages of the new architecture

° Single entry-point to all the cluster services

° Modern SSO support based on OIDC protocol
(possibility of MFA, better security, etc)

° Uniform SSO authentication across all the cluster
monitoring services

° Modern SSO infrastructure suited for modern hybrid
environments

° Monitoring high-availability support

Tl



File (CephFS) Improvements




File - SMB Management

Ceph now supports managing SMB (Server Message Block) shares directly through the Dashboard,
simplifying file share setup

< @ceph

Dashboard Features:

e  Creating SMB Cluster

Clusters

Logical management units that may map to one or more managed Samba service

° Managing users ° °
Name Auth ion Mod v
m =
—  Standalone user Management .
—  Active Directory Management a -
D Name File System Path Subvolume group Subvolume i Provider
e Create, Modify, Delete SMB Shares e e o

° Overview Dashboard




File - SMB Management - Create Cluster

@ ceph

Dashboard File / SMB / Cluster / Create

Multi-Cluster Create Cluster
Cluster

Block Cluster Name (required)
Object
File Unique identifier

File Systems
Authentication Mode (required)
NFS

User v
SMB

Active-directory authentication for domain member servers and User authentication for Stand-alone servers configuration

Observability

Administration Standalone user access resources

Services

demouser v
Upgrade
Ceph Users
Mo saer Mol Add user group + Create user group 2

Configuration

Service specifications v



File - SMB Management - User Managemen

®ceph

Dashboard
Multi-Cluster
Cluster
Block
Object
File
File Systems
NFS
SMB
Observability
Administration
Services
Upgrade
Ceph Users
Manager Modules

Configuration

ne | Create

Create Users and groups access resource

Upload Users and Groups

only json and .yam files are supported

Add from file

Users and groups access resource name

Unique identifier

Linked to cluster (optional)

-- List of clusters --

This resource may only be used with the linked cluster and will automatically be removed when the linked cluster is removed

Username Password

Add User +

Cancel Create Users and groups access
resource

@ceph

Dashboard
Multi-Cluster
Cluster
Block
Object
File
File Systems
NFS
sMB
Observability
Administration
Services
Upgrade
Ceph Users
Manager Modules

Configuration

ceph

File / SMB / Active Directory | Create

Create Active directory (AD) access resource

Active directory access resource name

Unique identifier

Username

Linked to cluster (optional)

-- List of clusters -- v

This resource may only be used with the linked cluster and will automatically be removed when the linked cluster is removed

Cancel Create Active directory (AD) access

resource




File - SMB Management - Monitoring

@ CEph English Vv iy ©) &
Dashboard File / SMB / Overview
ettty ‘ Cluster | Active Directory | Standalone  Overview

Overview

Manage Clusters
Grafana Time Picker ~ Last 1hour (Default) ~ o) (i )

Cluster
Block
Data Source | Dashboardl ~ Cluster  1b661e08-37d4-11f0-a06¢c-525400c59e06 SMB Cluster | All + Hostname = All + ® Lastlhour v @ & Refresh 5s v
Object
File A Prometheus SMB metrics status ©® Nodes per Cluster © Active sessions per Cluster ©
File Systems
NFS 1 O
SMB
Observability
Administration Shares activity per Cluster ® Active users per Cluster ©
Ingress throughtput © A Latency © Egress throughtput © A w o A
Throughput A /0
100.00 B8 Name Last*« 2 100.00 Name Last*v 2
== Inbytes.ceph-node-00.break 0.00B == ceph-node-00.break 0.00
80.008 Inbytes.ceph-node-00.cancel 0.00B 80.00 ceph-node-00.cancel 0.00
= Inbytes.ceph-node-00.close 0.008 == ceph-node-00.close 0.00
60.00 B = Inbytes.ceph-node-00.create 0,008 60.00 = ceph-node-00.create 0.00

== Inbytes.ceph-node-00.find 0.00B == ceph-node-00.find 0.00




File - NFS UX update

Ceph Dashboard now offers a unified interface for managing both SMB and NFS file shares, streamlining
file service provisioning for diverse client environments.

Dashboard Features

NFS management now mirrors
SMB structure of Clusters ->
Exports/Shares

GUI-driven, consistent setup for
both protocols

@ceph

Manage Clusters

@  Cluster

Block

% Object
B File

File Systems

NFS

SMB

©  Observability

Logs

File / NFS
Q
Name

A~ demo

Export

ists exports for a cluster
Q

User iy
nfs.demo.demo.eafdags2

Items per page: 10 v

Items per page: 10 v/

Hostnames

ceph-node-00

/volumes/ . ../fofbb9sf-a936-46d5-91de-f7bfo7deScch

Engishy & @ B &

Virtual IP Address

B

NFS
Protocol iDanspors

NFSV3
TP UDP
NFSv4

1V of1page

1v  of1page




i1 Monitoring Dashboards




Multi-Cluster Monitoring

15+ Home > Dashboards > Ceph - Multi-cluster

ump to.

@cri+k | @ B Signin

oo - (XTI
Data Source | default v cluster Al x X v

= Browse Dashboards | (@ Lastlhour v @ &) Refresh 30s v
v Clusters
Status Details
H ea |thy Wa rnlng Cluster Status Version Capacity Used
1b661e08-37d4-11f0-a06c-525400c59e06

ceph version 20.3.0-486-gd9060d7c (d9060d7c4ff1: 2.24 GiB
Nef9aac-37d4-11f0-bd08-525400f63dle

ceph version 20.3.0-486-gd9060d7c (d9060d7c4ff1: 108 MiB

v Overview

Cluster Count Capacity Used

Total Capacity 0SDs Hosts Client IOPS 0SD Latencies
Write Read Apply Commit
2 20 GiB 4 2 115 opss 174 opsis H“‘]l\ins“ ! w“l Ik, h’]sy‘ ‘,:“
PP Pl
Alert Count Total Used Capacity Prediction Pools

Client Bandwidth Recovery Rate

6 Bn7% | 208 Nodata 18

174 «is/s 2058/s Osss
v Alerts
Status Alerts
Critical Warning Name 7 Clusten 3

State 7 Severity & 7
CephMgrModuleCrash

1b661e08-37d4-11f0-a06c-525400c59e0¢ firing
T, CephadmDaemonFailed

name 7
critical RECENT_MGR_MODULE_CRASH
1b661e08-37d4-11f0-a06c-525400c59e0¢€ firing critical

CEPHADM_FAILED_DAEMON i




Application Overview

I35+ Home > Dashboards » Ceph - Application Overview Q Search or jump to @cri+k | @ B Signin
S |
datasource = Dashboardl ~ Cluster | 1b661e08-37d4-11f0-a06c-525400c59¢06 ~ Application | Object v Pools | All ~ @ Last6hours v Q & Refresh  30s v

v Application (Object)
Cluster Capacity IOPS (Object - All) A Application Alerts

Write 41.6 cluster=1b661e08-37d4-11f0-a06c-525400c59e06 1

9 9 | State Labels Created
.99 s
Read 626 , g
old 13.61.41.504951.2111 +4 common labels 02:13:28

Object Write 341
_ alertname CephMgrModuleCrash | name RECENT_MGR_MODULE_CRASH 2025-05-25
oid 1.3.61.41.50495.1.2.1.61 | severity critical [EERNINTTRETISS 02:13:33

A i L —
Firing

212 KiB >
‘ ¢ | +4 common labels 02:13:35 .

> ['Pending

Pool Overview

Pool Name §7 Application v 7 Type 7 Quota 7 Stored 7 Usable Free 7 Quota Bytes 7 % Used 7 10PS 7 Bandwidth 7
default.rgw.buckets.data Object replica:1 No 0.00B 6.92 GiB 0B 0.00% 0.00 0.00 B/s
default.rgw.buckets.index Object replica:1 No 14.04 KiB 6.92 GiB 0B 0.00% 0.44 450.56 B/s
default.rgw.meta Object replica:1 No 6.25 KiB 6.92 GiB 0B 0.00% 0.00 0.00 B/s
default.rgw.control Object replica:1 No 0.00B 6.92 GiB 0B 0.00% 0.00 0.00 B/s
default.rgw.log Object replica:1 No 508.94 KiB 6.92 GiB 0B 0.01% 73.46 4512 kB/s

Total used capacity IOPS A
Name Last* v Name Last * v

3
512 KiB == default.rgw.log 509 KiB == default.rgw.log - Reads 747




NVMe Overview

Data Source | default v cluster | eOb400f2-0ee5-11f0-a532-02001d9b9601 ~ Gateway Group | All v Gateway Hostname | All v = Browse Dashboards
v Overview
Gateway Groups Total Gateways Ceph Health NVMeoF WARNING © Active Alerts

Available : .
2 NVMeoFGatewayOpenSecurity View alert rule &
4 {y Firing for 1d 39m 36s
0 > 16 instances
6]

Gateways per group NVMeoFInterfaceDuplex View alert rule &

( Firing for 1d 40m 36s

AL > 4 instances
== mygroupl 4 0
8 1
12:00  13:00  14:00  15:00  16:00  17:0¢
== NVMEOF_GATEWAY_DOWN
v NVMeoF Group Overview - All
Gateways Subsy C Clie ©® Capacity Exported © Subsystem Security @
Active gateways count Top 5 Busiest Gateway CPU  © IOPS - All ©
5 cephnvme-vm8 Read Write
0 [ 6.82% 9 4 500
4 cephnvme-vm7 ’l
, i 4.23% | M
cephnvme-vm6 ™ BRUL= AL (O
roughput -
8 | 3.72%
0 cephnvme-vm9 Read Write
o . »
2 ' 0.98% 41 mis/s 31 misrs
12:00 13:00 14:00 15:00 16:00 17:0C
= mygroup1
, LM 1
L3

Gateway Information

Top 5 Subsystems by Namespace ©




NVMe Performance

eph NVMe-oF Gateways - Performance Yy

Data Source default v cluster
= Browse Dashboards
v Performance
AVG Reactor CPU Usage by Gateway
0%
8%
6%
4%
2%

0%
16:50 16:55

= cephnvme-vmé == cephnvme-vm7 == cephnvme-vm8

== cephnvme-vm9

I0PS by Gateway

500
400
300
200
100

0
6:50 16:55

== cephnvme-vmé cephnvme-vm7 == cephnvme-vm8

~ cophnvme-vm9

Throughput by Gateway

80 MiB/s
64 MiB/s
48 MiB/s
32 MiB/s
16 MiB/s

0B/s
16:50 16:55

e0b400f2-0ee5-11f0-a532-02001d9b9601 ~ Gateway Group | All v

17:00

17:00

17:00

Reactor Threads CPU Usage : All

16:50 16:55 17:00
== cephnvme-vmé cephnvme-vm7 == cephnvme-vm8

== cephnvme-vm9

10PS by NVMe-oF Subsystem

16:50 16:55 17:00

= nqn.2016-06.i0.spdk:cnodel.mygroupl
nqn.2016-06.i0.spdk:cnode2.mygroupl

== nqn.2016-06.i0.spdk:cnode3.mygroup!

- nen INIA-OR in endi p—
Throughput by NVMe-oF y
24 MiB/s
16 MiB/s
8 MiB/s
08B/s
16:50 16:55 17:00

== nQn.2016-06.i0.spdk:cnodel.mygroupl
ngn.2016-06.i0.spdk:cnode2.mygroupl

Hostname

© m @ Last 15 minutes Q QO 10s A

ystem NQN
Al

nqn{73016-06A<o.spdk:cnode1.mygroup1
ngn.2016-06.i0.spdk:cnode2.mygroupl
ngn.2016-06.i0.spdk:cnode3.mygroupl

AVG 1/0 Latency
ngn.2016-06.i0.spdk:cnoded.mygroup1

16:50 16:55 17:00

= Reads Writes

TOP 5 - IOPS by device for All

:
’
16:50 16:55 17:00
- myp: mypool gel6 == mypool/myimage18
- - mypo ge22

= mypool/myimage24 == mypool/myimage25

Wimanad0 e

a0

TOP 5 - Throughput by device for All

3

2 MiB/s

1MiB/s /

08/s

16:50 17:00
= {pool_name="mypool*, rbd_name="myimage10"}

{pool_name="mypool®, rbd_name="myimage16"}




Ceph Filesystem Overview

I5~ Home > Dashboards > Ceph - Filesystem Overview rch or jump tc we +v | O 2 @ 3
Add v Settings | Exitedit
Data Source | default v Cluster | 1b661e08-37d4-11f0-a06¢-525400c59¢06 ~ Name | All = Browse Dashboards | (@ Last6hours v Q O Refresh 30s v
v Summary
Filesystems Metadata Used Metadata Bandwidt... & Data Used Data Bandwidth Read £\ Client Requests A Client Sessions MDS Inodes
2 O 8 KiB Metadata Bandwidt... A 1 2 KiB Data Bandwidth Write /A O | 0 4 O
‘ S Bs = . ’j, j | |
Metadata Used (%) Metadata IOPS Read A Data Used (%) Data IOPSRead A Forward Requests /A Reply Latency MDS Caps
T
| ) Metadata IOPS Write A ) Data IOPS Write A O O ms 0
S i
v MDS
Client Requests /A Forward Requests /A Slave Requests
0.02 100
0.0175
0.015 £0
0.0125 60
0.01
00073 “© No data
0.005 55
0.0025
0 0
06:00 07:00 08:00 09:00 10:00 100 06:00 06:30 07:00 07:30 08:00 08:30 09:00 09:30 10:00 10:30 11:00 11:30
== mds.demo.ceph-node-00.kwxyae == mds.testCephfs.ceph-node-00.svazxp == mds.demo.ceph-node-00.kwxyae == mds.testCephfs.ceph-node-00.svazxp
Session Count Reply Latency Workload A
0.00035 ms 0.045
! 0.0003 ms T 004
08 2 0035
0.00025 ms % oos
0.6 0.0002 ms S 0025
o 0.00015 ms = 002
0.0001ms g 0015 5
an 5 o001
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>=20.x




Futures

Focus Area

e  Usability

e  Overview

e  Troubleshoot

e  Scalability

e  Monitoring & Alerting

Usability
° Nvmeof workflow
° Multi- tenancy
e S3 Storage Browser
° Cluster level Visualization. Similar to

https://tracker.ceph.com/issues/50980
Install workflow - expand to be improved more
e Logging/progress

R T

Overview

What is using my data ? What application is using my
data?

Users need fine tuning as well - filters

Overview from all the perspectives - snapshot of
everything, pool based, and specific resource

Details, panels and graphs

Troubleshoot

Notification management: Improvements in
notifications area

Same notifications keep coming again and again
Need to silence, unsubscribe

Have a dedicated page for notifications and tasks
Keep track on ongoing/historic tasks

A Centralized API for notification management.

e

~SK LA


https://tracker.ceph.com/issues/50980

Futures

Scalability Monitoring
e  Scalability at 10k and beyond - API level changes 7? e Cleanup for alerts
e  We can prioritize those endpoints and fix them up to ° RGW metrics
stabilize for now... That should fix some of the issues. e  Cephfs metrics
By the order of priority, it'd be e  Customizing Alerts from Ul
1. Dashboard page ° Runbooks for alerts
2. Hosts page ° Loki, promtail also occupy lots of space - needs
3. Alerts page design - being discussed.
e  https://tracker.ceph.com/issues/68418 e Log data retention
° Making dashboard part of the core ° Better Alert grouping
o Dashboard and API’s outside the ceph
container

o  Growing concern on the addition of more and
more modules causing load on the host and
magr itself. (volumes, balancer etc)

° Host page

@ Even with server side pagination it breaks
now for 000’s of OSDs

o  Skeleton states (bug)Dashboard

R T



https://tracker.ceph.com/issues/68418

How to contribute

e Virtual meetings:
o  Ceph Developer Monthly (Wednesday)
o  Ceph Users + Devs Monthly

e Asauser:
o  Getting help:

m ceph-users@lists.ceph.com,

m Slack #ceph-dashboard

o  Reporting issues or requesting features: tracker.ceph.com

e As adeveloper:

o dev(@ceph.io

o github.com/ceph

R T



mailto:ceph-users@lists.ceph.com
https://ceph.io/en/community/connect/
http://tracker.ceph.com
mailto:dev@ceph.io
http://github.com/ceph

Questions?
ceph



Thank you!

ceph



